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1. The Intersection of Artificial Intelligence and the 
Turing Test: An Overview

Artificial intelligence (AI) is becoming ubiquitous, affecting numerous 
sectors like healthcare, defense, and finance. But how smart can AI be? 
For that purpose, the Turing Test serves as a traditional metric for 
determining machine intelligence. As such, the intersection of these two 
subjects often for careful attention and policy evaluation.

Although AI has modern applications far beyond Turing's original 
conceptions, for AI creators, this test remains a cornerstone in philosophy 
of mind and AI ethics. The test provides a simplified but impactful 
framework for understanding machine “cognition”. 

The Turing Test posits a fundamental question: “Can a machine think in a 
manner indistinguishable from a human?” The implications of this span 
ethical, technological, and regulatory landscapes. The related policy 
decisions today could set precedents for future AI development.

While the Turing Test has critics, it is still regarded as an essential 
touchstone for AI research. Many political scientists believe that it is 
important to dissect its relevance in an era fueled by machine learning 
algorithms and neural networks.

At the same time, it should be noted that AI development is a global 
enterprise. Policy decisions in Canada would not only affect our nation 
but potentially set trends or norms for international standards. 
Understanding the Turing Test could be a universal starting point for 
global policy alignment on how ”smart” AI should be.

As such, policymakers are encouraged to balance innovation with public 
interest and safety. Using the Turing Test as a foundational framework 
could be instrumental in crafting effective, ethical AI policy. It offers a 
clear, though not uncontroversial, measure of what it means for a 
machine to be “intelligent”.

Why Is This Report Important? 
Understanding the relationship between AI and the Turing Test is often 
seen as important for several reasons. It allows us to critically evaluate the 
standards by which we measure machine intelligence. Secondly, it prepares 
us for the broader implications of AI systems that might soon pass this test, 
affecting societal structures, ethical norms, and regulatory mechanisms.

Moreover, as technology advances, we find ourselves at the brink of an era 
where AI systems might not just mimic human intelligence but also possess 
the ability to innovate and make complex decisions. This report serves as a 
foundation for discussing the policies that need to be implemented to 
ensure that this transformation is both ethical and beneficial for society.

Finally, the report aims to bridge gaps between policymakers, 
technologists, and ethicists. It offers a multidisciplinary approach to solving 
the complex challenges posed by AI and the Turing Test. By providing this 
comprehensive overview, it hopes to serve as an informative tool for 
decision-making for Canada's AI policy landscape.
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What is Covered in this Executive Report?
This report includes the following: 

• The Intersection of Artificial Intelligence and the Turing Test: An Overview
• The Turing Test: Historical Context and Current Applications
• Challenges and Ethical Considerations
• Policy Recommendations for Turing-Test-Based AI Development
• Conclusion and Future Directions

Sources: Muggleton, Stephen. "Alan Turing and the development of Artificial Intelligence." AI communications 27, 
no. 1 (2014): 3-10.



2. The Turing Test: Historical Context and Current Applications

Sources: Yampolskiy, R. V. (2013). Turing test as a defining feature of AI-completeness. Artificial Intelligence, Evolutionary 
Computing and Metaheuristics: In the Footsteps of Alan Turing, 3-17. Levesque, Hector J. Common sense, the Turing test, 
and the quest for real AI. Mit Press, 2017. Ertel, Wolfgang. Introduction to artificial intelligence. Springer, 2018. Warwick, 
Kevin, and Huma Shah. "Can machines think? A report on Turing test experiments at the Royal Society." Journal of 
experimental & Theoretical artificial Intelligence 28, no. 6 (2016): 989-1007. Cartoon source: 
https://twitter.com/tomgauld/status/1250526517064544256

The Turing Test has been a part of the discourse on machine intelligence since 
Alan Turing introduced it in 1950. Over the decades, its relevance has been 
debated, but it remains a significant concept. This slide aims to explore the 
historical roots of the Turing Test and its modern applications.

Alan Turing first formulated the Turing Test as a replacement for the question, 
"Can machines think?”. He proposed an 'imitation game' where a human 
evaluator would judge text-based conversations with an unseen interlocutor, 
who could be either human or machine.

Initially, the Turing Test was a groundbreaking approach that moved the debate 
away from metaphysical discussions to something empirically testable. It allowed 
scientists to begin quantifying "intelligence" in a manner that had never been 
considered before. As computational power increased, so did the ability for 
machines to come closer to passing the Turing Test. Programs like ELIZA in the 
1960s gave the first glimpses into the feasibility of creating a machine capable of 
human-like text-based interaction.

Fast forward to the 21st century, and we now have AI algorithms like ChatGPT, 
Bard, Bing, and others, which come remarkably close to passing Turing's criteria. 
However, they often lack the deep comprehension and self-awareness that are 
cornerstones of human intelligence. In modern times, the Turing Test serves 
more as a philosophical tool than a practical measure of AI capabilities. While it's 
less used for state-of-the-art AI evaluation, its ideas still infuse discussions on 
machine ethics and potential consciousness.

The Turing Test has also found applications in CAPTCHA systems, designed to 
distinguish humans from bots on the internet. While not its original intent, this 
offshoot underscores the test's enduring impact on human-machine activities.

Critics argue that the Turing Test is too simplistic to capture the complexities of 
intelligence. Intelligence encompasses more than just conversational ability; it 
includes problem-solving, emotional understanding, and ethical reasoning.

Nonetheless, the Turing Test has paved the way for more comprehensive metrics 
and benchmarks. It has inspired other tests, like the Winograd Schema Challenge, 
aimed at assessing machine understanding of human language in a more 
nuanced way.
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https://en.wikipedia.org/wiki/Winograd_schema_challenge


Sources: Levesque, Hector J. Common sense, the Turing test, and the quest for real AI. Mit Press, 2017. Hingston, Philip. "A new design for a turing test for bots." In Proceedings of the 2010 IEEE Conference on Computational Intelligence and Games, pp. 345-
350. IEEE, 2010. Yang, Xin-She, ed. Artificial intelligence, evolutionary computing and metaheuristics: in the footsteps of Alan Turing. Vol. 427. Springer, 2012. 

Navigating the ethical and practical challenges posed by the Turing Test is pivotal for responsible AI policy. Therefore, policy initiatives should be well-
calibrated to these challenges to ensure ethical and societal harmony.

Ethical Dilemmas
- Passing the Turing Test could imply a level of sentience, raising, for 
some, ethical concerns about the “rights and dignities” we should 
“afford” to such machines. This might call for a profound 
reevaluation of our ethical frameworks to include non-human 
agents.

- If a machine passes the Turing Test, it could potentially deceive 
people into believing it is human. This opens a Pandora's box of 
ethical quandaries, including the potential for manipulation, fraud, 
or misuse in psychological applications.

Technological Constraints
- Achieving a level of machine intelligence that can pass the Turing 
Test would likely require significant computational resources. These 
resources are not only expensive but also come with environmental 
costs, like energy consumption and electronic waste.

- Current technology is still far from passing the Turing Test in a way 
that convincingly mimics all facets of human intelligence. This 
includes not only language comprehension but also emotional 
understanding, context recognition, and ethical reasoning.

Regulatory Challenges
- Regulation for Turing-capable machines will likely call for a multi-
agency approach that considers national security, healthcare, 
economic impact, and data protection. Crafting such a 
comprehensive framework is a formidable policy challenge.

- One should also consider international law and governance. Turing-
capable machines could easily transcend national borders, 
necessitating global norms and cooperation for regulation, 
something that has proven difficult even in less complex domains.

Social Implications
- The advent of Turing-capable machines could lead to social 
disruptions, such as job displacement in sectors reliant on cognitive 
skills. Policymakers must consider safety nets and upskilling 
programs to mitigate these impacts.

- Turing-capable AI could widen social inequalities. Access to such 
advanced technologies may be restricted to those with financial 
resources or specialized knowledge, exacerbating existing societal 
divides.

3. Challenges and Ethical Considerations
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4. Potential Policy Recommendations for Turing-Test-Based AI Development
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Sources: Proudfoot, Diane. "Rethinking Turing's test." The Journal of Philosophy 110, no. 7 (2013): 391-411. Nakamura, Karen. "My algorithms have determined you're not human: AI-ML, reverse turing-tests, and the disability experience." In 
Proceedings of the 21st International ACM SIGACCESS Conference on Computers and Accessibility, pp. 1-2. 2019. Smith, Agnese. "Artificial intelligence." Annual review of information science and technology 15 (2015): 67-105.

Ethical Guidelines: The federal government could develop ethical guidelines that specifically address Turing-capable machines. The 
guidelines could cover issues like machine rights, responsibilities of developers, and the conditions under which a Turing Test can be 
considered 'passed.’ These guidelines could be flexible to adapt to technological advancements. Collaboration with ethicists, technologists, 
and legal experts would likely be needed for comprehensive guidelines.

Resource Allocation: A dedicated fund could be established for research into the ethical and social implications of Turing-capable AI. 
Targeted funding could enable specialized research that is crucial for understanding the ramifications of these technologies. Such a fund 
would encourage interdisciplinary studies, combining technical, ethical, and sociological perspectives. The research output could be made 
publicly accessible to foster open dialogue and transparency.

Regulatory Bodies: A multi-agency regulatory body for Turing-capable machines could be created. This body would oversee the 
development, testing, and deployment of Turing-capable AI, ensuring they meet ethical and safety standards. The body could include 
representatives from various sectors like healthcare, defense, and data protection to reflect the multi-dimensional impact of these 
technologies. International collaboration with similar agencies in other countries would be beneficial for setting global standards.

Environmental Impact Assessment: An environmental impact assessment could be mandatory for large-scale Turing-capable AI projects. 
Given the computational resources required, it's critical to understand the environmental impact of these technologies. The assessment 
would inform policy on sustainable development and responsible resource allocation. This could be integrated into the existing 
environmental policy framework but would require additional expertise on the specificities of AI technology.

Public Awareness and Education: Public awareness campaigns could be launched to educate citizens about Turing-capable AI and its 
implications. A well-informed public could engage in meaningful dialogues and make better decisions related to AI and technology. 
Educational materials would be accessible and should aim to demystify the complexities of Turing-capable AI. Community engagement 
through seminars, workshops, and online platforms would also enrich the policy-making process by incorporating diverse perspectives.

Global Collaboration: It could be a good idea to create international partnerships to tackle the challenges posed by Turing-capable AI. 
Given the global nature of AI development, international collaboration is not just beneficial but essential. Joint efforts could focus on 
establishing universal ethical guidelines, sharing research findings, and possibly creating a global regulatory body. Diplomacy plays a critical 
role in securing these collaborations and ensuring they align with Canadian interests and values.

Given the complexities and challenges presented, formulating policy around Turing-Test-based AI is an intricate endeavor. However, failure to act could result in 
unintended consequences that could be detrimental to society and ethical norms.



5. Conclusion and Future Directions

Sources: Ortiz Jr, Charles L. "Why we need a physically embodied Turing test and what it might look like." AI magazine 37, no. 1 (2016): 55-62. Muthukrishnan, Nikesh, Farhad Maleki, Katie Ovens, Caroline Reinhold, Behzad Forghani, and Reza Forghani. 
"Brief history of artificial intelligence." Neuroimaging Clinics 30, no. 4 (2020): 393-399.

The intersection of AI and the Turing Test presents a complex web of ethical, social, and technological challenges. While 
daunting, these challenges also offer opportunities for innovation and advancement. By proactively addressing these issues, we 
could steer the development of Turing-capable machines in a direction that aligns with societal values and ethical norms.

Ethical considerations should remain at the forefront of policy-making efforts. Turing-capable machines could bring about 
unprecedented changes in how we understand intelligence and sentience. It is important that we consider the ethical 
ramifications in parallel with technological development to ensure a harmonious coexistence.

Collaboration is the linchpin of effective policy-making. This includes not only inter-agency cooperation within the government 
but also partnerships with academia, the private sector, and the international community. A collaborative approach would 
ensuree a holistic understanding of the issues and facilitates the creation of well-rounded policies.

Ongoing research and adaptability are essential for sound policy development. As technology evolves, so too should our 
policies and regulations. Commitment to continual learning and adaptation would allow Canada to remain at the forefront of 
ethical AI development.

The Turing Test, despite its limitations, offers a valuable historical and philosophical context for examining AI. While it may no 
longer be the ultimate measure of machine intelligence, it serves as a useful tool for initiating dialogues around what we 
consider intelligent and ethical. In grappling with these intricate issues, we lay the groundwork for a future where technology 
serves humanity without compromising ethical integrity.
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Other noteworthy articles:

• Kaas, Marten. "Transcendence: Measuring Intelligence." (2023).

• Tardy, Jean. "The Creation of a Conscious Mind: The Quest for 
Artificial Intelligence." In The Creation of a Conscious Mind, Second 
Edition. Mercury Learning and Information.

Research Repository 
Access the Citizen First Research Repository.

Recent entries on the research repository: 

The Evolution of AI

This report includes the following: 

• Introduction: Setting the Context for AI's Evolution

• The Four Key Stages of AI Development

• AI's Multifaceted Role in Government and Society

• Navigating Challenges and Ethical Considerations

• Conclusion and Future Directions

https://citizenfirst.ca/research-repository/
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We would love to hear from you!
Do you know someone who may be interested in 
the Joint Councils Executive Report? Please share 
a copy of this report. If you are not already a 
subscriber, you can now subscribe to receive the 
Executive Report by signing up. Send your 
questions to info@iccs-isac.org. 

Follow: 
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The Minister of Diversity, Inclusion and 
Persons with Disabilities, Kamal Khera, 
announced the launch of the Canada 
Disability Benefit Regulations Online 
Engagement Tool. This accessible 
platform will collect insight and 
feedback from Canadians to help 
inform the design of the regulations 
for the new benefit.

In the true spirit of "Nothing About Us, 
Without Us", all Canadians, especially 
individuals with disabilities, their 
caregivers and family members, as 
well as stakeholders and organizations 
dedicated to working with persons 
with disabilities, are invited to 
participate and share their views.

In what the FBI has deemed a global 
crisis, an “explosion” of cyber crimes 
targeting children and teens tragically 
resulted in the loss of over a dozen 
young people to suicide at the start of 
2023.

Now, a group of public-private task 
forces composed of local, state and 
federal agencies are harnessing the 
power of artificial intelligence and cloud 
storage to find and stop predators from 
victimizing underage users online.

In 2022, the National Center for Missing 
and Exploited Children received more 
than 32 million reports of suspected 
child sexual exploitation, a nearly 50 
percent increase from 2020.

Language has been a political flashpoint 
in Canada for years. In the 1960s, amid 
increased tensions between 
francophones and anglophones, the 
Royal Commission on Bilingualism and 
Biculturalism explored calls to protect 
the French language. 

But concerns from diaspora groups 
persuaded the commission to expand its 
scope to recognize how other ethnic 
groups contribute to Canada, too. In 
1971, then prime minister Pierre 
Trudeau introduced Canada’s 
multiculturalism policy, positioning it 
within Canada’s bilingual model.

https://citizenfirst.ca/subscribe
mailto:info@iccs-isac.org
https://finance.yahoo.com/news/canadians-invited-help-design-canada-164900814.html?guccounter=1
https://www.govtech.com/public-safety/ai-powered-task-forces-tackle-online-child-exploitation
https://broadview.org/canada-immigrants-mother-tongue-diaspora/

